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Vector Fabrics I the company

» Founded February 2007
In Eindhoven, the Netherlands

» Currently 15 FTE: 6 PhD, 7 MSc

» Recognition

s THot Startupo in EE Times Silicc

» Selected by Gartner as iCool vendor in Embedded Systems &
Softwareo 2013

» Global Semiconductors Alliance award, March 2013 'm
THE

Multicore Gartner. 2013
ASSOCIATION %
et CoolVendor | s
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You all see the proliferation of multi-core

Galaxy S (2010) Galaxy SP2011) Galaxy S8012) Galaxy S42013)
1 processor 2 cores 4 cores 8 cores
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Multi-core systems drive programmer

awareness

Homogeneous multi-core, hardware cache-coherency, one
shared OS kernel:
Industry proven successful combination, long history

» IBM 3084: 4-cpu mainframe (1982)
SiliconGr aphi cs 0 @pusgpercodmputer(20G Y

LY

» Intel Pentium D: dual core single chip (2005)

» Sun Niagara: 8-core single chip (2005)

» ARM Cortex-A9 dual-core on on Nvidia tegra-2 chip (2011)
And more recent on the server side:

» Intel Xeon Phi: 60-core single chip (2012)

» IBM Blue Gene/Q: 1.6M cores, 1.6PB memory (2012)
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Herb Sutter, ISO C++ standards committee,
Microsoft:

AEverybody who | ear n:c
they understand it, ends up finding

mysterious races t hey
possi ble, and di scove
actually understand |

Edward A. Lee, EECS professor at U.C. Berkeley:

AAl t hough threads seem to
sequential computation, in fact, they represent a huge
step. They discard the most essential and appealing
properties of sequential computation: understandability,
predictability, and deter
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Problems, anyone?

Nissan recalls some Infiniti Q50 sedans with
steer-by-wire software glitch 2013 Ram 1500 Recalled For Stability Control

http://www.autonews.com/article/20131216/RETAIL05/131219890/nissacall 2
someinfiniti-q50-sedanswith-steerby-wire-software# SOftware G I ItCh
__htto://www.thecarconnection.com/news/1085613 203&m-1500recalledfor-

Delhibound AlDreamlinerdands in Kuala =~ pPeeteredie
Lumpur due to software glitch

http://ibnlive.in.com/news/delhiboundai-dreamlinerlandsin-kualalumpur-due-to-
software-glitch/4501842.html

Toyota is recalling 1.9 million of its tgelling
Priushybrid cars because of a software fault
that may cause the vehicle to slow down

suddenly :
http://www.bbc.com/news/busines26148711 Recall Roundup: Software Glitches Force

Several Recalls
Bug Sends Space Probe 'Spinning Out Off http:/autos jdpower.com/content/blogpost/AuY6uUi/recafoundupsoftware-

. glitchesforce-severairecalls.htm
Control," NASA Says

http://www.weather.com/news/science/space/deepmpactspacecraft
20130910

Volvo recalls 2014 models to correct software glitch
http://uk.reuters.com/article/2013/09/05/ukautosvolvorecallidUKBRE9840U320130905
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http://www.thecarconnection.com/news/1085613_2013-ram-1500-recalled-for-stability-control-software-glitch
http://ibnlive.in.com/news/delhibound-ai-dreamliner-lands-in-kuala-lumpur-due-to-software-glitch/450184-2.html
http://www.weather.com/news/science/space/deep-impact-spacecraft-20130910

Multi-threading: non-deterministic behavior

printf ("%d ",x) ; printf ("%d ",x);
T ——

oy

Quiz: Without further synchronization, which are valid print-outs
according to C (and Java) language semantics?

¢ 11
v 12
. 29
. 22
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Learning raises the awareness of complexity
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Provides good insight in C++ concurrency
C++11 standardizes concurrency primitives

Warns for many many subtle problems

THE

» The authorative description
(4th edition)

» Apparently requires
1300+ pages...

" 'BJARNE STROUSTRUP

THE CREATOR OF C+

Safe concurrency by defensive design

Shows that Java shares many concurrency
Issues with C++
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HOWTO: Parallelization of sequential C/C++

» Analyze behavior of sequential program:
Establishes functional reference, deterministic behavior

» Look for loops that provide good opportunity:

» Contain a significant amount of all work
» Loop-carried dependenciesseemmanageabl eé

» Make an inventory of loop-carried dependencies
(group by object, or by class type)

» Do a oO6what I f resolvedo6 perfor
» émaybe for different target ar

» Verify the correctness of your concurrent implementation
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PAREON: performance analysis

@™ @ pareon-ui

8
4 [labs view Help Close 1 §
View on call tree with
(“Profile *| Ppartitions * Schedule * lati WGERE
Name Coverage Delay ¥ Introaucton v e
VI sgetts_ % o3 ' This guide will walk
you through the
il xerbla_ 0.00 process of
P slamch_ 0.00 !:Jarallelizing a loop
in your program.
’mmP—n -2 Click the help icon
PR sgetrs_ 57 3.67 on the right ta get
. more information.
¥ printf .10 Click the skip icon
PrE‘Loop_ESB 0.02 to skip an optional
- step or dlick the
= D L check icon to mark
v printf 0-03._ Loop_232 Loop_32 s the step as
= — completed and
m My changes ~ Loop_32 total loop_carriefl transfer rate: 83.7 Mi transfers/s proceed to the next
step.
Property Value ||| ||| o —— = "
Loop_32 (sgetf2_) F m
Loop Loop 32 (sgetf2 2D-Profile 7]

#invocations
#iterations / invocation
Invocation time
Mermory penalty

Data cache penalties

Data cache misses

]
100 (iteration histogram)

3.9ms (39.0us /iteration) (time hist

94.2 us (2.4 %)
92.5 us (2.4 %)

birds-eye view on the
function and loop
invocations of wour

The 2D-Profile presents a r

Loop-carried dependencies hinder
parallel execution of loop iterations

Level 1 11733 (1.1 %)

e . e
DRAM traffic 512 B (128 KiB/s) selected by a left-click.
Load count 717340 The wid_th 01_‘ a pox in the
Store count 352894 s 2p-pr?_ﬂ|e o the total

Vaped tolnstance . Other performance statistics: — Feinieis

; . . (7] invocation on the currently
Source location sgetf2.c:141-185 Ite ratlon Counts’caChe penaltles selected target platform.
Line coverage 80.8 %

1 InFrwarad linac

-

l A——

The optional Dependencies'v




PAREON: data dependency analysis
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PAREON: Schedule data dependencies

Estimate multithread fork/join overhead

Obtain apreviewon a potentialparallelization
assume synchronization on complex dependenci
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